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ABSTRACT
ne contribution that educational.psycholpgists can

make to the improvement of the assessment of educational effects are
discussed. Examined are ways in which current psychological
knowledge, particularly psychometrics and learning theory, is
relevant to: the selection of appropriate criterion measures, the
measurement of educational processes, the description of the initial
status of the learner, and the analysis of field data. Predictive
validity, treatability, and parsimony--three key principles of
criteria selection--suggest that the most important criterion for
assessing educational programs is general intellectual develQpment.
Refered to is work on process measurement in which the author
proposes a model of classroom learning which identifies four major
process dimensions which assess the opportunity for learning, the
degree to which the environment enhances motivation to learn, the
quality of the structure of the curriculum, and the effectiveness of
the instructional events. To measure the initial status of the
learner, the author suggests measuring the dimensions of individual
differences that are expected to be affected by the program being
assessed, prior to its initiation. Characteristics of an effective
statistical model for deriving useful informaticn from these
observations are discussed. (Author/RC)
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Since about 1968, there has been a very clear shift in empha-
sis from federal support of new educational programs to studies con-
cerned with determining the effectiveness of such programs. How -

? '°' ever, many are now asking whether our present evaluation capability,
both in terms of available technique and technicians, can respond

2adequately to the extraordinary demands being placed upon it. In the

present climate, it is extremely appropriate to examine our present
ability to attribute particular educational effects to particular educa-
tional practices.

Eu.14

1 Invited paper presented as part of "Assessment of Educa-
tional Effects: A Multi-Disciplinary View," a symposium held at the
meeting of the American Educational Research Association, Chicago,
April 1974. This paper was prepared uader the auspices of the Learn-
ing Research and Development Center, supported in part by funds from
the National Institute of Education, United Stales Department of Health,
Education, and Welfare.

2 For example, the National Advisory Council on Education
Professions Development has called for "a full-scale examination of
the concepts, methods and manner of conducting evaluations of Federal
programs in education [1973, p. 5]. "



One way in which some people continue to talk about the
quality of educational programs is in terms of school inputs, not
effects. That is, schools are compared in terms of cost per pupil,
class size, salary schedules, and so on. The assumption is that such
variables are clearly related to quality education, and that real ef-
fects either cannot or need not be assessed. Recent compilations

(e. g. Averch et al. , 1972; Jencks et al. , 1972) of the research re-
lating these kinds of inputs to achievement outcomes make this as-
sumption appear to be untenable. If you want to know how schools are

affecting children, it is necessary to look at outcomes, not budgets.

The National Center for Educational Statistics (1973) recently
published a statistical summary of indicators of educational outcomes.
Here we find statistical indices that reflect variables with real social
significance, such as adult literacy, unemployment, income, mental
and physical health, and percent of our population who are imprisoned.
Among the 58 such indicators that the Center has summarized, every-
one should be able to identify indicators that they consider to be im-
portant measures of educational effects. The difficult part is to link
such outcomes to particular kinds of educational practices, or even
to confidently relate the variance in such indicators to the variance in
the amount of education particular individuals received. Although

longitudinal studies that follow students from particular educational
programs into life outcomes can be revealing, such long-term studies
are not likely to solve the immediate policy questions with wh;ch ef-
fectiveness studies must deal.

In 1966, the Equality of Educational Opportunity study at-

tempted to relate the quality of educational inputs to the quality of
student outcomes (Coleman et al., 1966). Although this massive ef-
fort represents a landmark in educational research, its shortcomings
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are many, including: inadequacy of the measures of both educational
process and student outcome, the inherent ambiguity of a cross-sec-
tional rather than longitudinal study, the serious confusions surround-
ing the appropriateness of particular statistical models, and the con-
flict in research objective, that is, causal attribution versus a de-
scriptive survey of the distribution of educational resources. These

and other shortcomings have been detailed in other publications (in-
cluding some by the individuals who conducted the study), so they need

not be discussed further here (e.g., Mosteller & Moynihan, 1972).
The fact that the Coleman effort influenced educational policy in spite
of its defects has been extremely important in stimulating inquiry into
the assessment of educational effects. The truth of the matter is that
assessing educational effects is not nearly so simple as is implied
by r.iost evaluation theorists. The recent General Accounting Office

(1973) report that is critical of the evaluation activities of federally
supported educational labs and centers also gives the impression that
evaluation is a rather straightforward task, and why don't we get on

with it!

Assessing the effects of educational prog7ams is a research
task, and it is no more straightforward than any other research task.
To answer evaluation questions with minimum ambiguity requires the
same creative talent as the testing of scientific hypotheses. In addi-

tion, the evaluation task is confounded by all kinds of practical prob-
lems which most researchers can control in laboratory situations but
with which the assessor of educational effects must deal in the field.
Sanders and Guba (1973) recently proposed a three-dimensional ma-
trix of the kinds of problems the evaluator can encounter. Their cube

has 648 cells!
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I will not deal here with the practical problems of the edu-
cational evaluator, but rather with the contributions that educational
psychologists can make to the improvement of our ability to assess
educational effects. What follows is an examination of the ways in

which current psycholog' :al knowledge, particularly psychometrics

and learning theory, is relevant to: the selection of appropriate cri-
terion measures, the measurement of educational processes, the de-
scription of the initial status of the learner, and the analysis of field
data. When I use "we," it is not editorial, but refers to the collabor-
ation with Paul Lohnes that I have profited from over the years, in-
cluding our current effort fo be entitled, E-a.luative Inquiry in Echi-

cation.

What Effects Are Worth Assessing?

If one sets out to assess educational effects, one of the first
and most difficult decisions to make concerns what effects to assess.
The selection of criteria for educational practices is not susceptible
to simple technical solutions. If the assessor is attempting to de-
velop information that is relevant to particular policy deci :;ions, it
is critically important that the selection of outcome measures be the
result of a dialogue between the evaluator and the consumer of the
evaluation results. The situation is complicated in most policy re-
search by the multiplicity of consumers with varying values.

For outcomes to be valued, they must be perceived as a
link in a means-ends continuum leading to a desired end-in-view.
The most important school outcomes will generally be those that
people believe affect, either directly or indirectly, success and ;atis-
faction as an adult. Longitudinal studies such as Project TALENT
have begun to reveal the importance of certain predictors of career
development. Evidence of this kind helps to establish the link between
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attributes developed in school and post-school performance. Pre-
dictors with established validity for determining post-school adjust-
ments can be justified as criteria for assessing program effects with-
out the need for long-term longitudinal studies for each policy ques-
tion.

There are two other consideradons involved in the selection
of school outcome measures. First of all, there must be some theo-
retical or empirical basis for expecting that the outcome measures
can be affected by the educational practices being assessed. Secondly,

redundancies among outcome measures must be reduced to a minimum
for ease in describing and interpreting the results.

These three key principles of criteria selection--predictive
validity, treatability, and parsimony -- suggest that the most important
criterion for assessing educational progri ms is general intellectual
development. Here are a few of the reasons why we believe this gen-

eral factor is so very important.

1. Any battery of cognitive tests given to a sample of subjects
from a heterogeneous population results in a set of positively corre-
lated scores, the principal component of which generally accounts for
at least one-fourth of the variance in the original measurements. This

principal component is a general measure of an individual's current
profile level on that set of tests.

2. If one administers two different batteries of cognitive
tests, the principal component from one battery will generally corre-
late at least .8 with the principal component from the other battery.

3. The general f ctor, when measured at one ed.,.,.cational
level, is by far the best predictor of academic performance at the



nex' level. What individuals are able to learn today is mainly a

function of what they have learned to date.

4. General intellectual development is, in part, a function
of school practices. Although half its variance may be attributable

to prior intellectual development, half is not. We are now finding

ways of attributing some of the variance unexplained by prior develop-
ment to different educational practices.

5. The general factor is by far the best predictor of what
happens to youth upon leaving school. It is, for example, the best
single predictor of the quality of the vocational prizes that one achieves.

Although general intellectual develcpment can be justified as

the primary measure of school effects, it is clearly not the only fac-
tor that is of interest. However, to keep the number of crLeria to
a manageable size, to eliminate redundancies among criteria, and
to reduce interpretive ambiguities that result from highly correlated
outcome measures, we emphasize the utility of an orthogonal set of

general factors. Such a set of uncorrelated dimensions preserves
most of the currently measurable variance in student differences, is
based upon decades of psychometric research, and has known or

knowable predictive validities.

Elsewhere (Cooley & Lohnes, in preparation), we have

drawn upon our Project TALENT research (Lohnes, 1966; Cooley &
Lohnes, 1968) to illustrate such a multidimensional representation
of educational outcomes that satisfies these conditions. Although trait
and factor theory today is not mainstream psychological thought, we
do believe that it will prevail as the basis for solving the very prac-
tical problem of representing educational outcomes, just as it has
prevailed in the solution of other practical problems. The most cri-
tical need in improving our ability to assess educational effects is to
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develop a more adequate basis for representiiig a broad spectrum
of student outcomes, and to demonstrate their extra-school transfer
value .

You will note that we have emphasized general measures
of educational outcomes. Such measures have been criticized be-
cause they lack diagnostic value for the individual student. Knowing

where Johnny is on a principal component of general intellectual de-
velopment, for example, is not too useful in planning his current
work in mathematics. In fact, knowing where he is on a general

mathematics factor is not even too useful for that purpose. The gen-

eral measures are important, however, because they are the kinds
of measures for which one can establish extra-school predictive va-
lidities. Combined with research on instructional processes, these
measures can have excellent diagnostic value for educational pro-

grams.

What Educational Practices Should Be Assessed?

One principle of evaluative research that has become ex-
tremely clear in recent years is that the educational processes being
assessed cannot be expected to be implemented uniformly across
students, classrooms, schools, etc. In fact, variation in the imple-
..-nentation of a given program can be so great that its overlap with a

competing program may make it meaningless to contrast the effects
of the two programs. Not only is there variation in how an innova-
tion is implemented, but as Charters and Jones (1973) recently
pointed out so well, the innovation may even be a "non-event." For
these and other reasons, the actual educational process under investi-
gation must be directly observed and then represented as a multidi-
mensional domain in the same way that one must consider outcomes.
Although doing so implies an additional expense for the assessment of
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educational effects, studies that ignore this variation in implementation
are going to be seriously ambiguous.

Another advantage of directly observing school process is
that it allows one to move from assessment of the effects of specific
educational programs, from which we learn very little, to assessment
of more general educational practices, from which we can learn a
great deal. Classroom practices, measured in terms of dimensions
derived from a theory of instruction, are likely to be more important
than differences among specific educational programs. For example,
the current review article, "Comparing Curricula," reminds us that
students will tend to learn that which is included in their coursework
better than that which is not (Walker & Schaffarzick, 1974)! So con-

trasting curricula effects, even if there are differences, tells us little
n.ore than was already known, namely the content differences of the
various curricula. Still another argument for good process descrip-
tion is that since value is attached to educational means as well as
ends, process information is just as important as the relation between
process and outcome.

To guide this work on process measurement, we (Cooley &
Lohnes, in preparation) propose a model of classroom learning which
identifies four major process dimensions derived from Carroll's (1963)
model. Briefly summarized, they assess the opportunity for learning,
the degree to which the environment enhances motivation to learn, the
quality of the structure of the curriculum, and the effectiveness of the

instructional events. Assessing the learning environment in this way,
and combining these four dimensions with the abilities and motives
with which a student enters the educational experience being assessed,
will explain most of the variance in educational outcomes.
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What Needs to Be Known About the Learner?

One of the best established, yet frequently ignored principles
in the assessment of educational effects is that the state of the students'
abilities and motives as they enter an educational program is always
the strongest predictor of what they will achieve in that program. The
most obvious way to deal with this problem is to measure the dimen-
sions of individual differences that are expected to be affected by the

program being assessed, prior to the initiation of that program. This,

of course, is not exactly a novel idea! But of the nineteen effectiveness

studies recently summarized by Averch et al. (1972), only one actually

did this. To ignore measurement of the initial status of the learner
results in the same kind of ambiguity as ignoring the measurement of
process or the measurement of outcomes.

The need for measuring the initial status of the learner, the
process dimensions of the learning environments, and the status of
the learner at the end of the process being assessed, is why we en-
courage the conduct of short-term longitudinal studies for the assess-
ment of educational effects. Although random assignment to treatment

is not a necessary aspect of this approach, measurement of all three
domains in a longitudinal fashion is essential. The known transfer
value of the outcome measures is what makes it possible for studies

to be short term. However, educational programs worthy of such
assessment, and the general nature of the important criteria, suggest
studies of at least one year's durati.,n.

How Should the D7 ta Be Analyzed?

Given the three multidimensional domains that summarize
the variance which occurs in the initial status of the learner, the edu-

cational processes to which the learner is exposed, and the learning
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outcomes, a remaining problem is the choice of an appropriate sta-
tistical model for deriving useful information from these observations.
What the assessor of educational effects generally must settle for is
a research design that is less controlled than the laboratory experi-
ment, but that need not be so chaotic as is implied by the notion of
"nature's experiment." What we recommend is the method of con-
trolled correlation, a type of quasi-experiment. Generally, some
degree of control is possible over what happens in schools and class-
rooms, and this control can be taken advantage of in order to reduce
the correlations among independent variables, such as result in a
purely naturalistic field study.

A statistical model that is capable of sorting out the relative
impact of initial status and process dimensions on outcome is a corre-
lation/regression approach that includes partitioning of the variance
explained into unique and common contributions for the initial status

and process dimensions. This commonality technique was popularized

by Mayeske et al. (1969) in their re-analysis of the Coleman data. In-

stead of saying, as Coleman did, that school practices do not seem to
have much effect on outcome, their re-analysis shows that families
and schools are so assortatively mated in American society that most
of their influence on academic achievement is inseparable in uncon-
trolled survey data. This high correlation between the socioeconomic

status of the learner and effective educational practices, which makes
it impossible to sort out school effects from home effects, can be re-
duced by planned intervention. This planned variation in treatment can
be applied iteratively from one school year to the next, with interven-
tions modifying process in order to reduce the correlations among the
process dimensions and between process and initial status of the learner.
By manipulating process in this way, and by keeping the correlationu
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among the independent variables low, we can achieve what is implied
by the assessment of effects, which is causal attribution. In the lab-

oratory, all this is achieved by random assignment of subjects to
treatments in an orthogonal design. But in the field, there is great
resistance to randomly assigning children to different educational
environments (e. g., schools, classrooms, peer groups, families!),
and with implementation variation, the design does not stay orthogonal

anyway.

Have These Notions Been Applied?

What I have outlined here are some considerations relevant

to the assessment of educational effects. I have not presented a full-

blown evaluation model. My impression is that our literature already
has an adequate supply of evaluation models. Thus, it didn't seem
useful to add to that abundance. What is not abundant, however, are
convincing results. The reason for the lack of results is that we have
tended to talk around the heart of the evaluation problem, which is to

conduct studies and analyze data so that particular educational effects
can be attributed to particular educational practices. Until we do this

evaluation activity will be an empty exercise.

P rtunately, I can point to two efforts that illustrate the ap-
proach I've 1ust outlined. In the first of these, Leinhardt (1974) studied
the process variation occurring in 52 second-grade classrooms, all of
which were implementing a program of adaptive education developed at

the University of Pittsburgh's Learning Research and Development Center.
Organizing her process measures into four sets of variables suggested
by our modification of Carroll's (1963) model of classroom instruction,
she found that the process variance within the instructional program
uniquely explained about 14 percent of the variance in end-of-year school
achievement in the presence of the initial abilities of the children. Some
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of her results are clear validations of the components of the instruc-
tional program. For example, in classrooms where there was a
greater degree of conformity to the developer's instructional model,
there wa a greater degree of achievement. In a few cases, the re-
sults indicated that the instructional model requires modification, in
that departures from the model actually enhanced achievement.
Leinhardt's field research is essentially an attempt to validate the
components of a particular instructional model, and since it generates
information that is useful to both the developer and the potential con-
sumer, it is one kind of evaluative inquiry.

A second example of this approach (Cooley & F,mrick, 1974)

involved re-analyses of the national Follow Through data being col-

lected at the Stanford Research Institute. One can find modest effects

for the differences among the progi.a.mmatic packages developed by

different Follow Through sponsors. However, by focusing on dimen-

sions along which classrooms differ, regardless of sponsor, and de-
riving these dimensions from a model of classroom learning, it is
possible to attribute one-fourth of the variance in classroom achieve-
ment to variation in classroom processes. This may not be traditional
evaluation because it is not directly addressed to policy questions such
as, "Should Follow Through be continued? " or "Was program A better
than program B?" However, the approach does reveal the effects of
different educational practices, such as the fact that the more struc-
tured programs are more effective in developing basic academic skills
in young children.

These results contrast rather dramatically with studies of
schooling effects in which the process measures were based upon in-
formation easily available from the principal's office, but had little
to do with what was going on in the classroom. The assessment of
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educational effects, if it is to provide a basis for improving the quality
of the learning experiences of students in schools, mu3t include studies
of the type outlined here. They illustrate the best way that this edu-
cational psychologist can suggest for attributing particular effects to
particular causes. If more creative talent can be brought to bear on
this central evaluation task, then educational psychologists will be
able to provide useful information for educational policy- makers.
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